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Associate Professor (Principal Investigator)
Center for Education and Research in Information Science and Technology
Graduate School of Information Science and Technology

The University of Tokyo

Experience

03/2020 – today The University of Tokyo, Associate Professor (Principal Investigator), Tokyo,
Japan.
Center for Education and Research in Information Science and Technology, Grad-
uate School of Information Science and Technology
Data Science Research Division, Information Technology Center
Department of Creative Informatics, Graduate School of Information Science and
Technology
Department of General Studies, Graduate School of Arts and Sciences
Interdisciplinary Initiative in Computing and Computational Sciences, Informa-
tion Technology Center

04/2018 – 02/2020 The University of Tokyo, Assistant Professor (Principal Investigator), Tokyo,
Japan.
Department of General Studies, Graduate School of Arts and Sciences

10/2013 – 03/2018 The University of Tokyo, Assistant Professor, Tokyo, Japan.
Mathematical Informatics Laboratory 6
Department of Mathematical Informatics, Graduate School of Information Sci-
ence and Technology

04/2013 – 09/2013 The University of Tokyo, Research Fellow, Tokyo, Japan.
Mathematical Informatics Laboratory 6
Department of Mathematical Informatics, Graduate School of Information Sci-
ence and Technology

09/2011 – 05/2012 Purdue University, Visiting Scholar, Indiana, U.S.A.
Department of Statistics

Supervisor Prof. Dr. S. V.N. Vishwanathan

04/2011 - 03/2013 The University of Tokyo, Research Fellow, Tokyo, Japan.
Mathematical Language Informatics Laboratory
Department of Mathematical Informatics, Graduate School of Information Sci-
ence and Technology

Education

04/2010 – 03/2013 Ph.D. (Information Science and Technology).
Department of Mathematical Informatics, Graduate School of Information Sci-
ence and Technology, The University of Tokyo

Thesis A Study on Efficient Algorithms for Machine Learning from Large-scale
Data

mailto:smatsus@ds.itc.u-tokyo.ac.jp
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Supervisor Prof. Dr. H. Nakagawa

04/2008 – 03/2010 Master of Information Science and Technology.
Department of Mathematical Informatics, Graduate School of Information Sci-
ence and Technology, The University of Tokyo

Thesis A Study on Exact Solutions of Aggressive Updates for Multi-class Classifica-
tions

Supervisor Prof. Dr. T. Ninomiya

04/2006 – 03/2008 B.E., Materials Engineering.
Faculty of Engineering, The University of Tokyo

Teaching

04/2018 – today Information Mathematics VII (Machine Learning)
Introduction to Algorithms
Information
Practical Study of Machine Learning

10/2013 – 03/2018 Exercises in Mathematical Information Engineering 1C
Laboratory on Mathematical Engineering and Information Physics

Grants

04/2019 – 03/2021 Grant-in-Aid for Young Scientists from Japan Society for the Promotion
of Science (JSPS).

Project Convex Optimization Schemes and Theoretical Guarantees for Large-scale
Subspace Clustering

04/2018 – 03/2019 National Institute of Infomatics Collaborative Research.

Project Large-scale Learning of Combinatorial Binary Models using Frequent Item-
set Mining

04/2016 – 03/2017 Microsoft Research Lab Asia Collaborative Research (CORE 12).

Project Machine Learning from Big Data using Scalable Feature Selection

04/2014 – 03/2018 Grant-in-Aid for Young Scientists (B) from Japan Society for the Promo-
tion of Science (JSPS).

Project Foundation od Optimization Algorithm and Architecture Suitable for Ma-
chine Learning using Big Data

04/2013 – 03/2017 Research Fellowship for Young Scientists (PD) from Japan Society for
the Promotion of Science (JSPS).

Project Asynchronous Distributed Optimization Methods for Big Data Analysis

04/2011 – 03/2013 Research Fellowship for Young Scientists (DC2) from Japan Society for
the Promotion of Science (JSPS).

Project A Study on Online Algorithms in Data Streaming Environments
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